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Value Awareness Engineering (VAE)

• General idea: 

ü Ensuring that artificial systems respect, decide and act according to
our human values

ü Develop methods and techniques for a computational approach to
value awareness
ü that allow system to formally reason about values, and the

alignemnt of their decisions with respect to those values



Our work in the context of Value Awareness 
Engineering
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Previous work: s(LAW)

• s(LAW) framework for computational legal reasoning:
ü Based on s(CASP) non-monotonic reasoner: applies top-down 

evaluation of Answer Set Programs (ASP) with constraints [Arias et al.]

ü Patterns to translate legal text into ASP

ü Natural language patterns to allow for human-understandable 
justifications

• Characteristics of the representation language:
ü Positive and negative evidence (strong negation)

ü Exceptions: negation as failure

ü Even loop: generate alternative models

ü Constraints: linear equations over rationals/reals



Previous work: s(LAW)

• Example: Assigning school places in the Region of Madrid
ü General rules: “for a child to obtain a school place a general (large family, disability) 

and a specific requirement (school proximity, …) need to be met”
ü Exceptions: “students coming from non-bilingual public schools, who apply for a 

place in English language bilingual schools, need to accredit a level of English 
equivalent to level B1 for 1st/2nd ESO, and to level B2 for 3rd/4th ESO” 

ü Ambiguity: “school proximity requires living in the same educational district, unless 
force majeure applies”

ü Discretion to act: “the school council can add complementary criteria”, if the 
discretion is line with the purpose/intention of the law (promotes diversity) and is 
not unlawful (e.g. no discrimination)

ü Absence of information: it may be unclear whether the documents presented 
accredit a large family or not



s(LAW) framework: school place assignment example



• s(LAW) models are (partially) “self-explainatory”: ASP proof trees

• Example: school place assignment with s(LAW)

Explainability in s(Law)

Case description (student 1):

Query: ? Obtain_place

Result (model fulfilling the query):

Justification:



Current work: Comparing school place assignment models

• Principle of educational equality: independence 
of wealth, race, religion, etc.

• Different school place assignment procedures:
ü zoning, open enrolment, lottery, reservations, …
ü Different procedures (i.e., the corresponding 

legislation) promotes different values
Ø Zoning: promotes equality (avoids segregation / 

“ghettos”)
Ø Single district: promotes liberty (freedom of choice) 

/ quality (competition)

• Example: assignment procedures in Spain
ü Nationwide score system: different “calibrations”
ü Madrid: Single district / Ceuta & Melilla: Zoning



1. Automate the allocation of school places

ü Given a score system 
and (possibly partial) 
information on student 
characteristics

ü automate the process of 
awarding places, i.e. 
determine the student’s 
scores 



1. Automate the allocation of school places

ü Obtaining intervals of possible 
scores, depending on available 
evidence
Ø Augmented transparency 

and explainability



2. Compare the value alignment of different norms

• Given:
ü Various score systems
ü Assignments of students to schools for those systems
ü Grounding of relevant values on outcomes:

ü Non-segregation: distribution of low-income students among the 
schools (e.g., Gini index)

ü Freedom of choice: proportion of students assigned to the desired 
school

• Determine
ü Which system is better aligned with respect to the different values

• We are trying to get real data (but administrations are reluctant to support)



3. Adapt norms according to desired values

• Given:
ü A general framework for assigning school places

ü Scoring criteria
ü Examples of desired outcomes

ü “Value aligned” assignments of students
ü Grounding of relevant values on outcomes:

ü Non-segregation, Freedom of choice, ...
• Determine

ü The scores that would lead to the desired outcomes



3. Adapt norms according to desired values

• Provides possibility to find admissible score ranges wrt. admissible value 
alignment:
ü e.g.: “the number students with low-income in a school” should not exceed 20%

• Looking into ILP to learn or adjust normative systems
ü Exploiting existing domain knowledge 

ü Given general rules …
ü …identify exceptions that increase value alignment

student other_district

work_district



Current work: “Forgetting what we want to forget”

• s(LAW) models are (partially) “self-explainatory” (ASP proof trees):

• However: Justifications may expose sensitive information (e.g., data on
gender violence). 

• Solution: Manipulate the justifications and/or apply forgetting
• a syntactic transformation that forgets predicates in ASP programs



Current work: “Forgetting what we want to forget”

• Implementation of an algorithm that:
ü Eliminates “sensitive predicates” from an ASP program without affecting its 

semantic
ü Example:

Justifications for the query ?- s.

Initial program
% Model {s,p} 
s :-
p :-
not q :-
not r :-
chs(s).

neg_a :-
chs(not q).

Forgetting p and q
% Model {s} 
s :-
not r :-
chs(s).

not neg_b :-
neg_a :-
proved(not r), 
chs(not neg_b).



Current work: “Forgetting what we want to forget”

• Forgetting can also improve explainability in ILP:

Given a school allocation database, the algorithm FOLD-R++  learns:
1 obtain_p(yes) :- large_f(yes), not ab3, not ab1.
2 ab1 :- come_non_b(yes), want_b_s(yes), not b1_c(yes).
3 ab2 :- same_education_d(yes), not ab1.
4 ab3 :- not sibling_enroll_c(yes), not ab2.

After forgetting the predicates ab1, ab2 and ab3, we obtain:
1 obtain_p(yes) :- large_f(yes), sibling_enroll_c(yes), not come_non_b(yes).
2 obtain_p(yes) :- large_f(yes), sibling_enroll_c(yes), not want_b_s(yes).
3 obtain_p(yes) :- large_f(yes), sibling_enroll_c(yes), b1_c(yes).
4 obtain_p(yes) :- large_f(yes), same_education_d(yes), not come_non_b(yes).
5 obtain_p(yes) :- large_f(yes), same_education_d(yes), not want_b_s(yes).
6 obtain_p(yes) :- large_f(yes), same_education_d(yes), b1_c(yes).
7 obtain_p(yes) :- large_f(yes), same_education_d(yes), not come_non_b(yes), b1_c(yes).
8 obtain_p(yes) :- large_f(yes), same_education_d(yes), not want_b_s(yes), not come_non_b(yes).
9 obtain_p(yes) :- large_f(yes), same_education_d(yes), b1_c(yes), not want_b_s(yes).
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